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Achieving Proportional Delay Differentiation in
IP Network:

Alencar de Melo Junior, Juan Manuel Adan-Coello

Abstract—The Proportional Differentiation Model (PDM) is
currently one of the main service proposals for theNext
Generation Internet. This paper presents a new paak scheduling
algorithm for implementing the PDM model using measrement
windows and a mechanism of dynamic adjustment of g&et delay
estimation. Window Based Waiting-Time Priority Plus
(WBWTP+), the proposed algorithm, is an evolution 6 the
WBWTP algorithm that adjusts dynamically the relative weights
of transmitted and waiting for transmission packetsaccording to
the current state of the system. The WBWTP+ delay stimator
makes possible to accelerate or to delay the transssion of
backlogged packets. Simulations performed to asseshe
performance of the WBWTP+ show that it presents sigificant
improvement in the attendance of the PDM objectiven relation
to WBWTP in most scenarios, excepted when the linitilization
rate is 100%. Even in that case the performance oVBWTP+
was better than that of WTP and PAD algorithms.

Index Terms— QoS, Next Generation Internet
Proportional Differentiation Model, Packet Scheduling.

(NGI),

. INTRODUCTION

HE dissemination of multimedia applications hasaged

computers to process continuous media (audio aaebyi
which brought about a great increase in the volofriaternet
traffic and great alterations in its nature, beeaocsntinuous
media presents temporal restrictions quite diffefeom those
of data oriented traffic. Multimedia applicationshen
developed to run on the best-effort Internet havedpe with
high delays and jitter (delay variation) to workoperly.
Therefore, the development of new Internet archites that

take into account the typical QoS parameters ofsehe
applications has been an active area of researah an

standardization.

The scalability of the Differentiated Services Atehture
(DiffServ) [1] makes it the most promising propogai the
Next Generation Internet. In this architecture, iidal
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reservations for microflows are not made; instgetkets of
individual microflows are classified at the domadge into
flow aggregates, and a few levels of service difféiation are
offered for the aggregates. Packet schedulers fos t

architecture are designed to meet less demanding Qo

applications, i.e., applications that are abledapa to the net
conditions. In this context, the scheduler trieofier relative
QoS guarantees to flow aggregates while avoiding th
starvation of any aggregate.

Among the several proposed service models in thpesof
the DiffServ architecture, the Proportional Diffetiation
Model (PDM) [2] has received much attention latg3y{4],
because of the clarity of its specification and feesibility of
its implementation through scalable mechanisms.

For any QoS oriented Internet architecture, thekgiac
scheduler appears as a fundamental component tioeatse
fulfillment of the QoS requirements of the pacKkets served
by the routers. The main purpose of this papeo igresent a
new packet scheduling algorithms for the Propogion
Differentiation Model: the Window Based Waiting-Tem
Priority Plus algorithm (WBWTP+).

The paper is organized as follows. In section # thain
aspects of the Proportional Differentiation Modete a
discussed and a QoS metric for the model is prederA
revision of the main proposals for packet schedulim the
PDM context is presented in section Ill. The maintcibution
of this paper, the WBWTP+ algorithm, is describedeéction
IV. The simulation model and experiments used taliate
the algorithms are discussed in section V. Finallye
conclusions are presented in section VI.

Il. PROPORTIONALDIFFERENTIATION MODEL

The Proportional Differentiation Model (PDM) aimse t
provide a small number of service classes, guagargeonly a
relative ordering of classes’ performances congsidehe QoS
parameters queuing delay and packet dropping. Thé &oes
not require resource provisioning and route pinnggot an
important aspect [2].

The main characteristics of PDM are the controligbi
from the net operator point of view, and the preabdity,
from the user point of view. The controllability BDM allows
the operator to adjust the QoS spacing among seplasses
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choosing a set of differentiation parameters. Rtadility in

PDM is related to the maintenance of a consistedering

among QoS classes in conformity with the parameters [ll.  PACKET SCHEDULING IN THE PROPORTIONAL

specified by the net operator. Ideally, controli&piand DIFFERENTIATION MODEL

predictability should be observed regardless of tbad

distribution over the classes, which is variabke well as the The Waiting-Time Priority algorithm (WTP) [2], proped

time scale. initially by Kleinrock as Time Dependent Priorityu€uing [8],
In PDM, the net should assure that service claswilC was the first to be studied in the context of tieVP In WTP,

receive better service, or at least not worse seitvian service the priority of a packet increases proportionadlyits queue

class G, in terms of per-hop metrics for queuing delay andaiting time, whereas the priorities of higher sk increase

packet dropping. Considering that< &, < &, ..., with g =1, with a larger factor. The packet with the highesbrity is

are the QoS differentiation parameters specifiedti®y net served first, on a non-preemptive basis. The pyioof a

operator and thamnd is the average delay of queug e packet at the head of quejyat timet, is given by:

PDM objective forn service classes may be expressed as

shown in (1). p; (t) = w;(t)s, (4)

omd, =omd =...=4,,md,, @ where w;(t) is the queuing waiting time of the packet at the
head of queug, ands is the differentiation parameter, with
Higher classes offer better performance to thesusbereas higher classes having higher differentiation paranse When
the performance quantification depends on the ntitoad in  the link utilization rate approaches 100%, WTP ozet the

each class. It is not always feasible to achiewe dhove PDM objective [2][5], even in short time intervaissuming:
objective because, as it can be intuitively pemgjthe delay

of each class has a minimum value related to asl [5]. In ¢ — 5 (5)
[6], Dovrolis extends PDM considering packet droeating ! !
packet delay and dropping in a coupled fashiorthabhigher

classes account for smaller delays and drop rats ower ~ 1herefore, every time a packet is going to be trafted,
classes. the WTP scheduler selects a non-empty dasas shown in

The eight classes selector defined by IETF in [7k in (6), Wh_ereB(t) .is the set of queues that have packets to be
conformity with PDM. When using PDM services,ransmitted at time
applications and users can dynamically adapt, éhgothe
service class that best meets their needs. Paldssification K =argmaxw; (t)J; (6)
can be made either by the application, the souost dr the 0B
routers located at the PDM domain edge. A restgcgiolicy,
based or not on billing, should be implemented revent all
users from choosing the same service class tottiadfic.

Simulations results presented in [2] and [5] shbat the
WTP algorithm can accurately meet the objectiveresged in
(1) only when link utilization is very high, typiba above
A. QoSLevel: A Metric for the Proportional Differeaiion  90%. For that reason, new scheduling algorithmg tzan

Model accurately meet the PDM objective even when lirilkzation
The PDM objective expressed in (1) can be rewritien rate is not so high are needed.

follows: Several algorithms try to obtain better characssian for

the delay of each class. WTP considers only thé&giadhat

|5|mq ‘5jmdj| =0,0i, j (2) e at the heads of queues in order to make itisidac not

taking into account, among other aspects, the nunabe
backlogged packets in each queue and their trasgmis
Hence, a metric for measuring the level of QoSnat&ce times.
in PDM for n service classes can be defined as: The Advanced WTP algorithm (AWTP) [9] extends the
WTP algorithm considering for priority calculatiothe

n-2 n-1 . .

transmission times of the packets that are at dzel lof each

QoSLevek ZO: Zl|5,mq _O_dei| () class as well as their waiting times. However, K@ P, the
i=0 j=i+

AWTP algorithm does not consider all the packet thre
waiting for transmission in the queues.

To select the next packet to be sent, the Proputio
Average Delay algorithm (PAD) [5] computes the ager
queuing delay of all packets that have already begrsmitted
from each class. With the PAD scheduler, a clasi higher

The QoSLevel metric measures the deviation fronPihi
objective for the each service classes in relatioeach other.
Values of QoSLevel close to zero correspond to tiebe
attendance of the PDM objective expressed in (&helthe
monitoring interval.

28



Melo Jr., A.; Adan-Coello, J. M. / Revista de Sists de Informagdo da FSMA n. 11 (2013) pp. 27-32

importance can present larger delays than a clakssmaller
importance in short time intervals. This happengnvimany
packets arrive at a queue but no packet is tratezitom it.
In this case, the average queuing delay will noapdated, but
the queue will have accumulated large delays, ayetarg the
ordering of the service classes in a near futureshort time
intervals, the PAD algorithm attains the PDM ohjext
expressed in (1) only partially, because it tre®qualize the
long term normalized average delay for servicesdasnd not
the normalized average delay for the last tranethitackets.

The Hybrid Proportional Delay scheduler (HPD) [8$ults
from the combination of the WTP and the PAD aldoris. It
meets the PDM objective better than WTP under load|
conditions and presents higher predictability tR&D in short
timescales.

A. Packet Scheduling in PDM based on Measurement

Windows

Our claim is that a more precise characterizatibrthe
queue delays experienced by service classes cacHhieved
using measurement windows. A packet scheduler based
measurement windows can compute the priority oheket at
the head of quelyeat timet as follows:
p, (t) =WW, ()3, (7)
whereWW(t) is the average waiting time in queuestimated
from a measurement window of several packets etibdye
transmitted or already transmitted, adyds the differentiation
parameter of queye

A good estimator for WW(t) has the following
characteristics: a) a measurement window of limiexk, to
become sensitive to recent alterations
distribution; b) be updated at each packet arrieald
departure, to avoid that a more important serviasscsuffers
longer delays than a class of lower importance. dlayl
estimator that has these essential characteristm®posed in
[10].

When implanting such delay estimator, for each iserv
class a measurement window is defined to storerrirdtion
related to recent packet arrivals and departures.\Window is
implemented as a circular list with two pointensy, the head
of the window (the position where an arriving padkestored)

Packet arrival
n <n +1

Packet departure

S, — S, +ctime S, ~ S -t
dep dep _ o hw
Di** « D;**—d;

i — (e modw|

d™  ctime-ts"
Df™ - D=+

hg  (hg+1)modw,|

Fig. 1. Procedures performed after a packet aravaeparture.

1

W] .

wherej = (0, ..., n — 1) is the service class numbey,is the
number of packets froidj waiting for transmission§ is the
sum of the timestamps of packets fromf waiting for
transmission,DjdEp is the sum of the queue waiting time of
packets from\ already transmitted aridis the current time.
As shown in Figure 1, pointers and variables ardatgd
whenever a packet either arrives or is transmifteth each
class queue.

The Window Based Waiting-Time Priority (WBWTP)
scheduler, initially presented in [11], uses thé&agestimator
given in (8); an important question for the WBWTIBaaithm
is how large should be a measurement win¢/d. It is easy
to see that, for each service clajg]| should be at least as
large as its buffer size so that the delays opatlkets waiting
for transmission can be considered by the delagnagir. For

WW (1) = = (n, t =S, + D)

in classd lo& monitoring interval consisting of packets, withT larger

than the largest buffer size of all classes, it werified in [11]
by simulation that a measurement window of Sizgives the
lowest QoSLevel allowing a better attendance of the PDM
objective.

Simulation results presented in [11] also show that
WBWTP presents average values for fQeSLevelmetric
lower than those presented by both WTP and PADast rof
the simulated scenarios, mainly in shorter monitpintervals,
i.e., it provides a more consistent ordering amaegvice
classes and is more precise in meeting the PDMctitge In

and pointerhg, that indicates the head of the queue (thg1OSt of the cases, the WBWTP algorithm also preselatver

position of the next packet to be transmitted). Wttee queue
is empty the pointersiw and hq remain aligned. For each
packet to be transmitted, the window stores a tst@mp
corresponding to the time at which the packet edtethe
queue; for each packet already transmitted, iestds waiting
time in the queue.

Considering a window\,, of size|[W||, the average queue

waiting time for a service class (or window) atditris given
by [10]:

values for QoSLevelstandard deviation in relation to both
WTP and PAD algorithms, which contributes to theuation
of the jitter. With high link utilization rates, ¢hperformance
of WBWTP is even better compared to PAD and WTP.

The desirable characteristic of preserving t@mium
service class from high packet dropping rates wk® a
observed in the WBWTP algorithm. Usually, the pnami
service class is used by applications that redoie delays
and although these applications are packet-loseraot,
protecting them from high drop rates is very impatt since
that sort of applications do not usually retransdiibpped
packets.
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St A positive value forQoSG indicates that the weighted

average delay of service clgsis high in comparison with the
— I I c I I ER2 I I b weighted average dglays of the othgrs service adasmd
10 Mbps therefore service clagscan receive an incentive to accelerate

S ms 10 Mbps 2 Mbps 10 Mbps packet transmission. Negative values indicate thfae
s2 weighted average delay of service classs smaller than
desired and, in this case, clgdsacklogged packets can have
Fig. 2. Simulated Differv domai. their transmission postponed.

Instead of usindQoSG directly it is often more convenient
to use its normalized versiolNQoSG, with values in the
interval [-1.0, 1.0], computed as shown bellow:

ALGORITHM (WBWTP+)

Analyzing the delay estimator used by WBWTP defiired NQOSCII = &
(8), it can be verified that the delays of transeditpackets maXﬂQOSQ'}
(given by DM and the delays of the packets waiting for
transmission (given by.t — §) have the same importance, that
is, they contribute with equal weights for serviddass delay th
estimation. f

The WBWTP+ (Window Based Waiting-Time Priority
Plus) packet scheduling algorithm is an evolution thoe
WBWTP algorithm that adjusts dynamically the relati aj = abaset NQOSq’ 12)
weights of transmitted and waiting for transmissjmeckets
according to the current state of the system. TH&WVP+
delay estimator makes possible to accelerate atetay the V. SIMULATION

transmission of backlogged packets, aiming to obtztter This section presents the setup and results oflaiions
values for theQoSLevelmetric. For this, the original delay gone 1o evaluate the performance of the WBWTP-ridhyo.

IV. THEWINDOW BASED WAITING-TIME PRIORITY PLUS

(11)

At each adjustment interval of length equalAtbpackets,
e o; parameters for all service classesire adjusted as
ollows:

estimator of the WBWTP algorithm is modified to: The simulations were performed using the LBNL NS
simulator [12], modified to support the WTP, PADBWTP
1 de and WBWTP+ scheduling algorithms
[ =—la.(n1-S)+D» ;
W\Nl(t) "\/\/ " (al(nl't SJ) D; ) ©) Figure 2 shows the simulated DiffServ domain used t
! evaluate the per-hop performance of the proposgafritiim.

In figure 2,ER1andER2represent edge routers of a DiffServ
where ¢; is the weight of packets waiting for transmissiongomain,C is the core routerSQ S1andS2 represent traffic
Increasinga;, increases the weight of the packets that argyrces and the destination node for the generated traffic.
waiting for transmission at clags and, consequently, the The three links connectin§Q S1and S2to the edge router
weight of packets already transmitted is decreased,vice- ER1 have identical capacities and propagation delays,
versa. Fundamentally, the WBWTP+ delay estimatds acregpectively 10 Mbps and 5 n8Q S1andS2generate Pareto-

accelerating or delaying the transmission of bagl tyhe traffic with the following characteristics:
packets, looking for better values of fR@SLevemetric. The

process of weight adjustment is detailed next. « node SO: the generated traffic belongs to c@ssurst
For each service clagg = (0, ..., n - 1) the QoS of service time = 500 ms. idle time = 500 ms aad= 1.3
classj, QoSCj is defined by: « node S1: the generated traffic belongs to csdurst
. time = 500 ms, idle time = 500 ms aad- 1.3;
n-. .
_ _ * node S2: the generated traffic belongs to c@ssburst
QOSC} a E(JJ mdi dmd) (10) time = 750 ms, idle time = 250 ms aad- 1.3.

Q0SCj is an aggregated measure for the QoS ofcgervi The Pareto distribution is characterized by an esmé&
classj in relation to the QoS of all other service classé variability and it has been the most widely usedharacterize
positive value for a term of the above summatioramsethat Internet traffic; typical values for parameterin the Web are
the weighted average delay of clasa relation to the class in the range of 0.8 to 1.3 [1_3]' Traf_flc source |\at;t_,
that is being considered is above the ideal; whenvalue of characterized by the burst and idle periods, werkneld in

the term is negative, the weighted average delaglassj is SUCh @ way to emphasize the variability of the gateel
below the ideal, in relation to clagsThe ideal, considering traffic. The initial load distribution for class€, C, andC; is

theQoSLevemetric, is thaQoSG values are equal to zero. respectively 50%, 30% and 20% of the total traffthalf of
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the simulation time, the load distribution is adtérto one third
of the total traffic in each of the three clasdgse buffers have

TABLE Il
QOSLEVEL FORC-ERZ2LINK UTILIZATION RATE =85%

a maximum size of 50 packets and drop-tail poliypacket Monitoring Interval

size equal to 600 bytes was used; simulations diilerent Algorithm T=10,000 T =30,000 T =50,000

packet sizes did not showed significant differencegher in packets packets packets

this work nor in the literature [14] . AV SD AV SD AV SD
The parameters used in the simulations for the WBWT WTP 19801 | 139.08 | 21954 14232 17862 1316

algorithm are the followingzbase= 1.1 andAl = T/5. For this PAD 18455 | 16642 | 16252 12407 13440 987

Al value, theg; parameters are adjusted five times for each | wewre | 13330 | 10470| 14266 _97.49 13304 | 9899

monitoring interval T. In several studied scenarios, not WBWTP+ | 12035 | 7530 | 13047 | o7se | 12682| gaes

exhibited here, adoptingl = T/5 provides, most of the times, mprov, o759 | 28.00% | 8553 | 0.09% | 2009 | 5199

the best results for the WBWTP+ algorithm. A lower
frequency forg; adjustment do not improve significantly the
performance and a higher frequency of adjustmergdyces
high oscillation in the delay estimation processl aaduces

AV- average, SD- standard deviatiah;=1, 4o =2 and&% =4

TABLE Il
QOSLEVEL FORC-ER2LINK UTILIZATION RATE =100%

WBWTP+ performance. Monitoring Interval
Algorithm
A. Predictability Analysis T = 10,000 packets T;aigggo T;aigéf:go
Tables I, Il and Ill summarize the results obtaitied the v . v < o -
WTP, PAD, WBWTP and WBWTP+ algorithms in simulation
. . . . WTP 234.63 139.13 280.75 162.2 240.20 123.12
experiments for link utilization rates of 75%, 8%#d 100%. oo | s 2 - i mh
. . . . PAD 78.5. X 4.45 139.5 1.65 53.1L
For each link utilization rate, three experimentseraev
conducted with different monitoring intervalf. In each WBWTP | 14836 | 990 | 19622 13917) 17960 12212
experiment, 50 packet seriesTpackets were produced. The WBWTP+ | 15037 | 11442 | 19157 13882 | 1838 | L1841
average (AV) and standard deviation (SD) for @eSLevel Improv. -1.35% | -1556%| 237% | 0.25% | -2.34% | 3.29%

metric, computed for the 50 packet series, areepted for all AV- average, SD- standard deviatiah;= 1, 4 = 2 and = 4

the studied cases. As mentioned before, the WBWiit a
WBWTP+ algorithms use a measurement window §\4

equal to the monitoring interval T. On tables lafd Ill, the WTP schedulers. As shown in [5], HPD satisfies BieM
best performance is underlined. The improvementinbt Objective better than WTP under low load and presskigher
with the WBWTP+ algorithm compared to WBWTP, wherPredictability than PAD in short timescales. HowevePD

positive, is shown in bold. The differentiation pareters used does surpass neither WTP nor PAD performances herot
wered = 1,d, = 2 andd, = 4. circumstances. In almost all the simulations désdihere,

It is possible to see in Tables I, Il and 11l thiae WBWTP+ WBWTP and WBWTP+ showed a better performance than
algorithm accounts for significant improvement imet Poth WTP and PAD and, as a consequence, we cantimfe

attendance of the PDM objective in relation to WBRvin they will also present better performance than HPD.
most scenarios, excepted when the link utilizatraite is
100%. Even in that case the performance of WBWTRs w
better than that of WTP and PAD algorithms, congndethe
average and the standard deviation for QoSLevel.

The HPD scheduler combines the features of both BAMD

B. Packet Drop Rate

As shown in Table IV, WBWTP and WBWTP+ account
for lower drop rates than PAD and slightly higheart WTP.
Both WBWTP and WBWTP+ have the desirable
characteristic of preserving the premium servicasslfrom
high dropping rates. Results for monitoring intésvaf 50,000

TABLE |
QOSLEVEL FORC-ER2LINK UTILIZATION RATE =75%

Monitoring Interval packets and link utilization rates of 85% and 10@¥e
Algorithm consistent to the presented in Table IV.
T=10,000 T = 30,000 packets T = 50,000 packels
packets
AV SD AV sb AV SD TABLE IV
CLASSDROP RATE(IN %) WITH C-ER2LINK UTILIZATION RATE = 75%
wWTP 15869 | 9171 | 20235 14314  150.97 11213
Monitoring Interval
PAD 12552 | 7003 | 10456 _62.49| 76.93 | 62.49 Algorithm
WBWTP | 11234 | 5253 | 12052| 9314 10049 70.68 T = 10,000 packets T = 30,000 packets
WBWTP+ | 10391 | 52.35 | 10365 | 77.70 | 92.99 | 62.61 co €1 | C2 | To) co | c2| Tol
Improv. 7.50% | 0.36% | 14.00% | 16.58% | 7.09% | 11,43% wre 8.94 055 | 000] 408 1007 11 oop 5o
AV- average, SD- standard deviatiaﬁ; 1, d =2 anddz =4 PAD 6.71 4.22 1.52 4.55 8.12 4.64 2.2 5.5
WBWTP 8.67 208 | 020| 444| 1052 259 05p 5.4
WBWTP+ 8.95 192 | 013| 450| 1062 287 028  5.4f

=1, a=2andp=4
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values, transforming the WBWTP+ algorithm into WBWR/T
C. Effects of Different Adjusting Intervals when the utilization rate falls below the estalgigtimit, theo;
As WBWTP+ did not present significant improvement i parameter_s can be calculatgd according 10 _the puvee

described in this paper, returning to WBWTP+. linigortant

relation to WBWTP when the link utilization rate 190%,
. . . . to stand out that even when the performance of WBWs
simulations were carried out to better evaluaterfigence of o . )
lower to that of WBWTP, it is still higher than the

the size of the adjusting intervAl on theQoSLevelin this

situation. Table V shows the obtained results, icemgg performance of both WTP and PAD.
different adjusting and monitoring intervals. Ihdae observed
that changing thél interval when the link utilization rate is
100% does not bring consistent improvements to tHd
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